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Abstract

The purpose of this article is to introduce a circular maze system as a challenging environment to solve, which could be of interest to the robot and reinforcement learning community. Recently, there have been rapid developments in the fields of machine and reinforcement learning, largely due to the success of deep learning approaches. This has also led to increased interest in the area of learning physics-based systems. The circular maze environment that we present here is a low-DoF complex system which could be used to investigate many interesting learning problems. We propose some initial results using both model-free and model-based learning approaches to solve the environment with a single and multiple marbles, to demonstrate some of the challenges that this system presents. We hope to open-source the simulation software and hardware design details of the system in the near future.

1 Motivation and Introduction

Recent developments in the field of artificial intelligence have been mainly about sophisticated probabilistic algorithms and deep learning representations for pattern recognition problems. Most of the algorithms that are currently studied are being compared to human accuracy in performing the related tasks [1]. However, the area of learning in physical systems has not seen the same degree of advancement. Most of the advanced learning algorithms fail to learn efficiently in complex problems which are very intuitive to human intelligence [2, 3]. In this paper, we present a circular maze environment (CME) (see Figure 1) which is a complex learning domain due to its constrained geometry, nonlinear dynamics and long planning horizon with several discontinuities. We hope that the presented system will be used as a benchmark system for reinforcement and robot learning applications.

For reinforcement learning (RL) algorithms to solve tasks efficiently, the algorithms need to model and predict the physical world well. This problem becomes apparent in the field of robot learning, where the challenge is to use data-efficient algorithms to learn policies to perform tasks in environments with high action-dimension in order to minimize the stress to the physical system. Most policy gradient algorithms can learn efficiently only in the presence of an initial solution [4]. Unfortunately, designing an initial controller for a complex, non-linear system is very challenging, even for low-dimensional systems (e.g., the proposed CME). Model-based RL algorithms have gained a lot of traction in recent literature, because the models can be re-used for learning multiple tasks [5]. However, learning global models is a difficult problem, and thus most of the work in the literature has been focused on learning local models [6]. Moreover, learning local models efficiently is also challenging as it requires perturbing the system in a local manifold (e.g., along some controlled trajectories). In light of these facts, learning in a complex, non-linear environment remains a very challenging task.
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CME we present in this paper highlights a lot of these issues and thus provides a good test-bed to benchmark a lot of different algorithms.

To understand and research different aspects of robot learning problems that come with such a complex system, we have investigated two different approaches for learning in the CME. One is a model-based approach that uses semiparametric Gaussian process (GP) regression [7, 8] to combine physics-based models for the motion dynamics with data-driven models, to accurately estimate the forward dynamics of marble in the environment. This model is then used for trajectory optimization using a stochastic control algorithm. The other approach uses a model-free deep RL algorithm to learn a policy in simulation and then transfer it to a real setup. The main idea of this approach is to learn a policy in simulation and transfer it to the real system with minimum fine-tuning. Both of these approaches are first used to learn models and policies with just one marble in the environment. In order to add further complexity to the problem, we considered more marbles in the environment. This leads to an even more complex planning problem as well as more complex models. However, for humans these tasks are intuitive.

<table>
<thead>
<tr>
<th>Ring</th>
<th>P [rad] n=20</th>
<th>PI [rad] n=40</th>
<th>NP [rad] n=20</th>
<th>NPd [rad] n=40</th>
<th>SP [rad] n=20</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.30</td>
<td>3.86</td>
<td>0.40</td>
<td>0.11</td>
<td>0.26</td>
</tr>
<tr>
<td>2</td>
<td>1.30</td>
<td>4.05</td>
<td>0.21</td>
<td>0.15</td>
<td>0.33</td>
</tr>
<tr>
<td>3</td>
<td>1.25</td>
<td>4.03</td>
<td>0.24</td>
<td>0.19</td>
<td>0.34</td>
</tr>
<tr>
<td>4</td>
<td>1.51</td>
<td>0.86</td>
<td>1.81</td>
<td>0.46</td>
<td>1.76</td>
</tr>
</tbody>
</table>

Table 1: Rollout performance for all the rings evaluated as the average absolute error in $\theta$ at 20 and 40 steps ahead.
2 Results

For the model-based RL approach, the full problem of navigating the marble to the center of the maze is simplified into sub-goals, which are to position the marble in front of an opening and then pass it through the opening. A model is learned for each individual ring of the maze using a semiparametric Gaussian process regression. For details, we refer the readers to [9]. Table 1 compares the rollout performances of several different models over a horizon of 20 and 40 steps (at a control rate of 30 Hz). In Table 1, mode “P” refers to a physical-based model derived using Lagrangian approach, “PI” refers to a physics-inspired GP model where the basis functions were provided by the physical model, “NP” refers to the nonparametric GP model, “NPd” refers to the discrete nonparametric model and “SP” refers to the semiparametric model (see [9] for more details). The SP models were used to compute the controllers for the marble using the iterative LQG [10] algorithm. Composing the sequence of controllers we were able to design a controller to navigate the marble to the goal state. However, there are some failure cases due to the contacts of the marble and the walls during the motion. We are currently trying to use a guided policy search (GPS) [6]-type approach to design a full policy where the plan can also be learned along with the control. However, a GPS-like algorithm [11] is not directly applicable to the CME as a local policy may not be robust to disturbances due to contacts, frictions, changes in the initial conditions etc.

In the model-free RL approach, we learn robust policies in simulation through randomization of appearance, physics and system parameters during the episodal learning (based on [12]). For details we refer the reader to [13]. We have demonstrated substantial reduction in fine-tuning for transfer to a real setup. Table 2 compares transfer learning for robust and non-robust policies. We report both the number of steps (observations of state) and success rate, i.e. getting the marble from the outermost ring into the center. For a single marble, the fine-tuning with a robust policy achieves 100% success rate, compared to 85% for non-robust policy. In addition, in the case of the non-robust policy the average episode length to solve the puzzle is longer. In the case of a two marble puzzle, fine-tuning a robust policy learning in simulation achieves about 75% success rate, while training on the real setup is still not able to learn a successful policy after more than 1M steps.

<table>
<thead>
<tr>
<th></th>
<th>Real</th>
<th>Simulator</th>
<th>Fine-tune</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Marble–Robust</td>
<td>~3.5M (100%)</td>
<td>~4.0M (100%)</td>
<td>~55K (100%)</td>
</tr>
<tr>
<td>1 Marble–Non-Robust</td>
<td>~3.5M (100%)</td>
<td>~4.5M (100%)</td>
<td>~70K (85%)</td>
</tr>
<tr>
<td>2 Marbles–Robust</td>
<td>~1M (0%)</td>
<td>~3.0M (100%)</td>
<td>~225K (75%)</td>
</tr>
</tbody>
</table>

Table 2: Comparing TL for robust and non-robust policies for a single marble maze and robust policy transfer for a two marble maze game. Both the number of steps and success rate are reported.

3 Discussion

We have recently seen a rapid growth in the area of learning for physics-based systems, involving simple physics and relatively short planning horizons. The CME presented in this paper requires the learning of fast dynamics in the presence of friction, contacts, etc. Combined with a long planning horizon, this provides a challenging test-bed which we hope will be used in further research. Here, we list several possible research directions. We are interested in combining the prior physics knowledge with a neural network learning framework [14,15,16] and compare it with the proposed semiparametric GP models. It would also be interesting to see how the models learned for a single marble could be leveraged to compose accurate motion models for more than one marble in the environment. The current system is also a good physics-based system to study hierarchical RL [17]. For the end-to-end deep RL setting, we are working towards using a combination of model-based and model-free RL algorithm [18] so that learning could be more efficient and robust. Furthermore, leveraging transfer learning for sim-to-real is another interesting research direction, e.g., learning in both simulation and real environments [19]. Rather than specify a reward function, it would be desirable to use inverse RL techniques to recover the goal and sub-goals directly from trajectory observations. Another interesting direction is to solve this task in a manner similar to how humans would. To handle different instances of maze puzzles, e.g., a square wooden puzzle, the geometry and some material properties may be discovered from observations of interactions with the puzzle. Once the geometry has been recovered, the solution can be formulated as a path planning problem, and perhaps solved as a collection of sub-tasks [20].
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